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Problems With Deep Learning
●   What does a model not know? 
●  Uninterpretable black-boxes 
● Easily fooled (AI safety) 
●  Lacks solid mathematical foundation 
●  Crucially relies on big dat
● Why does my model work 
● What does my model know?



Bayesian Deep Learning



Bayesian Deep Learning
● Observed inputs X = {xi} and outputs Y = {yi} 
●  Capture stochastic process believed to have generated outputs 
●  Def. ω model parameters as random variable 
●  Prior dist. over ω: p(ω) 
●  Likelihood: p(Y|ω, X) 
●  Posterior: p(ω|X, Y) = p(Y|ω,X)p(ω) p(Y|X) (Bayes’ theorem)
● Predictive distribution given new input x ∗ p(y ∗ |x ∗ , X, Y) = Z p(y ∗ |x ∗ , ω) 

p(ω|X, Y) | {z } posterior dω



Bayesian Deep Learning



Why use Deep Network for Bayesian Learning?

     Posterior is Intractable



Approximating Posterior with Deep Neural Networks
● Approximate p(ω|X, Y) with simple dist. q(ω) 
●  Minimise divergence from posterior 



Advantages of Bayesian Deep Learning
● Can model uncertainty (Adversarial Attacks)
● Less prone to over-fitting due to prior distribution P(w) 
● With Bayesian modelling we can explain why



Fun Fact

Dropout is Bayesian Approximation



Deep Learning (Frequentist) vs Bayesian



Bayesian Deep Learning: Two Schools of Thought
1. Bayesian Deep Learning is not useful unless you have a well defined prior.

2. Bayesian Deep Learning is useful as it act as ensemble of models
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Thanks!


